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Session objectives
• Understand how your app can scale on Microsoft Azure
• Understand how we used Microsoft Azure on the biggest projects

this year
• Explain the key architectural patterns to reach global scale and 

multiple millions of users



Two Customers
International Broadcasters (NBC sports and others)

Organizing Committee



Session Agenda



Scalability



Scalability

Scalability is the ability of a 
system, network, or process, to 
handle growing amount of work 
in a capable manner or its ability 
to be enlarged to accommodate 
that growth.



Scalable = Highly Available

Highly Available = Scalable



Why do applications fail?
Increased demand

Technical Failure
Hardware
Network 
Platform Service
Transient conditions

Human
Upgrades



What do we mean by available?
Same functionality

Degraded functionality

Splash Screen with warning message



As the load increases, are you still 
available?



Scalability Model for the Cloud
Cloud Apps Require Scale Beyond Scale-Up

Massive aggregate capacity: 100s of nodes available for use

Cloud Apps Demand the Best Economics
Best Price/Performance

Many commodity nodes for the economics
Elasticity + Pay-as-you-go

Provision just in time and without downtime!
Reduce overcapacity

http://blogs.msdn.com/cfs-file.ashx/__key/communityserver-blogs-components-weblogfiles/00-00-00-43-47-metablogapi/7585.image_5F00_636C8D6B.png
http://blogs.msdn.com/cfs-file.ashx/__key/communityserver-blogs-components-weblogfiles/00-00-00-43-47-metablogapi/7585.image_5F00_636C8D6B.png
http://blogs.msdn.com/cfs-file.ashx/__key/communityserver-blogs-components-weblogfiles/00-00-00-43-47-metablogapi/8244.image_5F00_22CA40FC.png
http://blogs.msdn.com/cfs-file.ashx/__key/communityserver-blogs-components-weblogfiles/00-00-00-43-47-metablogapi/8244.image_5F00_22CA40FC.png


What is wrong with this?



Live Streaming



Sochi by the numbers
• 18 days of events

• 10,000 hours of HD streaming, Triple 
the Vancouver games

• 99.999% uptime

• 204 live streaming channels

• 100 TB of storage, 35 PB streamed

• 500 billion storage transactions

• 5 broadcasters in 22 countries

• NBC, CBC, América Móvil, ViaSat, 
and others

• Partners: iStreamPlanet, Deltatre, 
Adobe, Akamai

• Achieved a Streaming event record 
2.1 million viewers of the US vs. 
Canada semifinal hockey game 



Sochi Olympics 

Live Video Workflow

1. Olympics Broadcast Facilities

26 live feeds originate from the International Broadcast Center 

(IBC) in Sochi. 

2. NBC Sports Facility

15 more feeds added from NBC productions 

for a total of 41 live feeds. Workflow 

management, ad operations, highlights 

creation completed. 

3. Content Aggregation

All 41 feeds are received at 

iStreamPlanet's downlink facility in 

Las Vegas, replicated, some are 

locally encoded. All feeds are 

pushed into the Microsoft Azure 

cloud.

4. Cloud Ingest and Live Encoding

Feeds are received and encoded with video quality 

up to 1080p + closed captions + dynamic mid-roll 

ad marker insertions. 

5. Cloud Storage and Live Streaming 

Encoded feeds are sent to cloud storage 

for immediate Live-to-VOD & Cloud DVR 

capabilities while simultaneously 

dynamically transmuxed to Smooth, HLS, 

HDS, and MPEG-DASH formats.

6. Akamai CDN

Akamai pulls streams from Azure and 

distributes to audiences viewing live on all 

types of mobile devices

7. Adobe Player Client

Adobe provides mobile and desktop 

players, as well as ad insertion, 

analytics, and TV Everywhere 

authentication.



Global scale 
website



Non-functional requirements

100% Uptime

Real time delivery of live results

Delivery at global scale
100M visitors

100K page views per sec at peaks



Main functional requirements



Web App Firewall & Static CDN

The Solution

Notification Hub

pre-event sitewebsite

{
sports: [ {
cod: “Hck”,  name: “Ice Hockey”, … 
}, {
code: “Skj”,  name: “Ski Jumping”, … 
}, 

}

API

Push notifications

http://dev.voxmobile.com/wp-content/uploads/2011/03/android_logo.png
http://dev.voxmobile.com/wp-content/uploads/2011/03/android_logo.png


Architecture



Architectural principles

Separation between Front-end and Back-end

Geo distribution to multiple Azure datacenters

NoSQL storage

Eventual consistency and soft logic

Caching of everything everywhere



High Level View
BackendFrontend

Results Role

Public WebRole

Results Cache Role

Backoffice Role

SQL Store

Qs

Tables

Content editors Data feedUsers

Tables

Sync WorkerRole



Multi Virtual DC architecture

US 2

US 1

US

West Europe 2

West Europe 1

West Europe

North Europe 2

North Europe 1

North Europe

Asia 2

Asia 1

Asia

West Europe

Content editors
Data Feed

North Europe



Edge Node
Aka Frontend



Edge node Architecture

VM Instance

Azure CacheRole

Rx.CacheStorage.Cache

SYS BLOB

Configurator

WebApp

Venus Agent

WaIISHost.exe

Storage Account

Tables

Build 1

Build 2

appdata

config

Controllers

ASP .NET OutputCache

Failover

Search UGC

Svc Clients



Data



Cap Theorem

Consistency Availability

Partition 
tolerance

N/A

Eric Brewer, 2000 yr



ACID vs BASE
Atomicity

Consistency

Isolation

Durability

Basically Available

Soft-state

Eventual consistency



Data entities



Data entities



Data flow

Controller

Sync 
WorkerRole

Storage Account

News

Athlete

Photo

Place

VM Instance / WebApp

CachedTable

CachedTable

CachedTable

CachedTable

U
p

d
ate Sched

uler



Retrieving news item
//…

var news = News.Get(alias);

if (news != null) {

viewModel.NewsTitle = news.Title;

if (news.AthleteId != null) {

var athlete = 

Athletes.Get(news.AthleteId);

viewModel.AthleteName = 

athlete.Name;

}

}



Here’s your news item



Here’s your news item



Here’s your news item



Monitoring



What to monitor?



Monitoring Challenges

Dozens of resources 300+
instances

20+
services

50+
roles

20+
storages

10+
databases …

Large data flow 

Data retention requirements

Many DCs => One Dashboard

10GB
per hour



Monitoring tools (2012)

3rd Party

USER EXPERIENCE
 

DATA CONSISTENCY

APPLICATION HEALTH
 

INFRASTRUCTURE HEALTH
  

CUSTOMIZABLE UI

CLOUD BASED (SaaS, PaaS or IaaS)   

PERFORMANCE  ? ?

Microsoft Azure 

Management portal



Monitoring tools (2014)

3rd Party

USER EXPERIENCE
  

DATA CONSISTENCY

APPLICATION HEALTH
 

INFRASTRUCTURE HEALTH
  

CUSTOMIZABLE UI

CLOUD BASED (SaaS, PaaS or IaaS)   

PERFORMANCE  ? ?

Microsoft Azure 

Management portal



Monitoring Architecture

Resources

Local 

Monitoring Service

Cloud ServicesBackend 
Monitoring Service

SQL Db

Operators

Dashboard Role

WAD

Storage

Critical events

Monitoring role

Rx aggregate

SignalR

Persisting Role

Compressed

BLOBs 

packages

SB Topics



Disaster Recovery

Compressed

BLOBs 

packages

SB Topic

Compressed

BLOBs 

packages

SB Topic

Primary Secondary

WorkerRole Dashboard Role

Operators

Primary Secondary

WorkerRole Dashboard Role



Key take aways

•Azure can run live media events at scale

•Azure can run very large scale websites

• The datatier is typically the area you need to worry about

•You have to think about scalability and high availability

• Loadtesting is key to proof your workload scales

•Monitoring at scale can be more challenging then your 
workload



Usergroups
Azure user group

19 juni TamTam Delft

Agenda:

TBD

www.wazug.nl

Iasa – Architecture usergroup

27 mei – Microsoft Schiphol

Agenda:

18:00 Welcome coffee
18:15 User Experience & Architecture - Milan 
Mulji
18:45 Networking, Drinks and Food.
19:15 Large global scale events & campaigns in 
the Cloud - Dennis Mulder

www.iasaglobal.org & www.meetup.com



Thanks!
dmulder@microsoft.com
@dennismulder

mailto:dmulder@microsoft.com

