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Why Windows Azure SQL Database?

Why do customers choose to use WA SQL Database?

CapacityOn-Demand You can have a database in just a
few minutes from the moment you
decide you need it.

Automatic Features Automatic High -Availability,

Pre-Configured Patching, Backups, and other
labor-intensive features are
handled by default 6 no work
required

~

| t 6s a Ser v Microsoft manages it for you and
deals with hardware, upgrades,
uptime, etc.



WA SQL DB Architectural Implications =<

» Fixed Size Machines
« Use Scale-Out, not Scale-Up

« Commodity Hardware

 Things fail more often, implying unplanned failovers

 Automatic Logic for Backups
« Multi-Tenancy

- Variable performance when others are busy on same machine

» On-demand capacity

« Grow and shrink as you need




Additional Architectural Implications - Cost = </

« Windows Azure has relatively cheap storage

« Often it makes more sense to store blobs or high-
volume non-relational/non-transactional data on
Windows Azure Storage

» Think through the choices

« Blobs might just be easier to store in WA Storage
« Logging data also makes sense

» This implies some differences in the application
architecture
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Common Scaling Patterns

« The largest WA SQL Database customers we have today are ISVs

« Build a DB App, sell it to a customer and they run it on their
hardware

» Sell lots of copies, make lots of money

Customer Customer Customer Customer Customer

App App App App App
DB DB DB DB DB




| " CAT
Software as a Service (SaaS) ISVs

SaaS ISVs run their code as a layer

Code is usually shared across many customers

Sometimes databases are shared too

When they have more customers, they often have more databases

Customer Customer Customer Customer
DB1 DB2 DB3 DB N




Big Application Architectural Game Plan

Find a way to get our database application to run over many machines

Even better — make it adjust based on the resource needs for the database!

Scale-out is natural in a Web Tier or App Tier

«  The same model can work in a Data Tier with a bit of work

So - How can we split up a database and spread it over machines?

Database
Machine
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Data ModelSharding

 Typical OLTP databases look something like this picture

« Everything goes into a single database, but you usually only query for
individual"cUstomers at a time (example: customer places an order)

« Reports run on the same database or are moved to a secondary replica to
avoid contention on locks, resources

__________________________________________________________________________________________________________

Orders

1 1 1-Jan-2012 1 1 12345 1]
2 1 2-May-2012 2 1 3125 E
3 1 5-May-2012 3 2 88743 2
4 2 3-Feb-2012 4 3 3532 1]
5 3 21-Nov-2012 5 4 99134 1]
6 3 5-Dec-2012 6 4 12345 1]

7 g 92342 4

8 6 874 2
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ShardedModel

. Shﬁrded Models split the data across multiple databases that each have the same
schema

« All dka]ga about one customer is located within a single database — OLTP operations
work fine

« (Cross-database operations do not work at all (without manual work)
« Data is automatically spread across many machines in a cluster, not just one

1
! Customers Orders OrderDetails

1
— | CustID First Name Last Name [o]¢: (14| ] Custld Date OrderDetallle Orderld Itemid Qty
Q) 1Bob Smith 1 1-Jan-2012 1 1 12345 1
0 |
=g 2 1 2-May-2012 ‘ 2 1 3125 5
2. 3 1 5-May-2012 | 3 2 88743 2
B wv ! 4 3 3532 1
m 1
s Data-Model-TFransactionBoundary ---------------------------------o-o
— i Customers OrderDetails
Q ! CustID First Name Last Name OrderlD Custld Date OrderDetailsID Orderld Itemlid Qty
-E | 2 larry Miller | 2 3-Feb-: 2012 4 99134
. 6 a 12345 1 I
v |
--------------------------------- Data-Model TransactionBoundary----------------------------mo -
ettt
"53 ! Customers Orders
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= = 35ue Carter 5 3 21-Nov-2012 ‘ 7 5 92342 4
v < 6 3 5-Dec-2012 8 6 874 2
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Capacity Balancing

« SQL Azure will

‘ ‘”’”lijﬁf?’é C AT

- Auto-place different databases on different machines in a cluster
« Adjust to load over time and move databases around

» We can add/remove machines u
| works just fine

ficult to do o

and this pattern sti

» This capability is di

nder the cover as well

N normal SQL Server

 You can try to do readable secondaries, but you still have only one master and that machine
must be at least big enough for your write load

 You can try to move files around, but then you need to set up the HA once you move around

databases to adjust for load

« We do this over hundreds of machines and thousands of
databases all day, every day.



Multi-Tenancy

Usage
Pattern

A

I

Small but
growing set of
highly active
users
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Lustomer

Single-tenancy case (1 customer =1
database) is easy

tis also possible to do multi-tenant cases
(manually)

Databases become containers and you
ouild code to copy customer data from one
database to another

You can pack cold tenants to save money

Long Tail of Colder
Databases CSV Goal: COGS

ReduengnJ \

Distribution of CSV Tenants

>



Central Metadata Databases

« |f you have a whole bunch of databases, you

need a directory to keep track of which
Customers are in each database

A “Directory” database stores this data
General Login Path

1. Connect to Root Database, find tenant
2. Connect to Right Client Database for this Customer

3.  Perform Work on per-customer data

Shard 1

1.

D e

Directory

Shard 2
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Lustomer

Offline Move Tenant

| Caller Map
 You can move tenants to adjust Updated
}Cg\r/load/space/capaaty in a Saas
- 1 ) 4
« Mark per-tenant data offline in Map . ﬁf:?;h'\gg"e
directory (often both global and Points / _——— inishes,
- ) Callers
local copies) to e Ma
« Then copy from src->dest Tengftl | pirectory < Needed
- Then we mark it online again .
 Client code must check for — — ]
tai\r’/r?lelab”lty when connecting each Tenantl —| Tenant?
 Online Tenant Mave is possible 2~~~ MoveTenant ~~—0 —
but requires careful app planning Tenantl
LocalMap
Forces Error
to Client

(+ Retries)



Telemetry

» This is an example from
one Saas ISV

« Weekly data on Physical
Writes

« Thousands of Databases
« Reqgular weekly growth

« We spend time tuning the
various jobs to even out
the load and avoid spikes
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